Dear Students and Guardian(s),

According to research, students lose about 2.6 months of learning in mathematics over the summer. This phenomenon, also known as summer slide, can cause students to start the new academic year with a lower achievement level than where they left off at the closure of the prior year. Most importantly, researchers identify long-lasting effects from summer loss related to lower self-confidence, as well as success in school and college.

The Shelton Public School System has developed a Summer Math Challenge that can easily integrate into your summer plans. The program is designed to be developmentally appropriate for your student based on the grade level they will be entering for the 2019-2020 school year. We recommend scheduling time for your learner(s) to participate in this program.

The importance of spending time with family and enjoying the outdoors also provides valuable learning opportunities. Involvement in authentic experiences allow learners for knowledge transfer beyond the classroom and vice versa. Many daily scenarios provide opportunities for problem solving and reasoning, such as estimating time and cost of travel, doubling ingredients in family recipes, planning and budgeting for home projects, probability in sports and playing board games.

Specific Grade Summer Math Challenge for students in grades K-12, can be found at www.sheltonpublicschools.org under the Teaching and Learning tab.

We hope that you will participate in this year’s summer math challenge and help our learners in maintaining and improving their math skills, as well as further develop their confidence in math during the summer.
AP Statistics Summer Assignment
Summer 2019
Design: Collecting Samples and Conducting Experiments

*The completed notecards will represent the first quiz grade of the marking period. The first test of the marking period will be based on the concepts covered on the summer packet.*

1) Read and annotate the following excerpts from some selected published AP Statistics books.

2) Create flash cards (notecards for each word with the word on the front and definition on the back) for the following words using the excerpts from the reading.

<table>
<thead>
<tr>
<th>Population</th>
<th>Sample</th>
<th>Randomization</th>
<th>Census</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling</td>
<td>Experiment</td>
<td>Observational Study</td>
<td>Simple Random Sample (SRS)</td>
</tr>
<tr>
<td>Stratified Sampling</td>
<td>Cluster Sampling</td>
<td>Systematic Sampling</td>
<td>Bias</td>
</tr>
<tr>
<td>Voluntary Response</td>
<td>Response variable</td>
<td>Undercoverage</td>
<td>Nonresponse</td>
</tr>
<tr>
<td>Explanatory variable</td>
<td>Treatments</td>
<td>Factors</td>
<td>Levels</td>
</tr>
<tr>
<td>Control Group</td>
<td>Placebo</td>
<td>Experimental Units</td>
<td>Random Assignment</td>
</tr>
<tr>
<td>Replication</td>
<td>Completely Randomized Design</td>
<td>Blocked Design</td>
<td>Matched Pairs</td>
</tr>
<tr>
<td>Confounding Variables</td>
<td>Cause and Effect</td>
<td>Convenience sampling</td>
<td>Double-blind</td>
</tr>
<tr>
<td>Response bias</td>
<td>Wording of questions</td>
<td>inference</td>
<td></td>
</tr>
</tbody>
</table>

3) *(Optional but recommended)*

a) Create a chart that compares good sampling methods and bad sampling methods.

b) Write 2-3 sentences that show that you know the difference between the types of sampling designs vs. experimental designs.

c) Know the difference between observational studies and experiments. Know which of the two allows us to make cause and effect inferences.

d) Know the difference between a sample and a population.

Excerpts were taken from the following publications:

We all know what it means for something to be random. Or do we? Many children’s games rely on chance outcomes. Rolling dice, spinning spinners, and shuffling cards all select at random.

Adult games use randomness as well, from card games to lotteries to Bingo. What’s the most important aspect of the randomness in these games? It must be fair.

What is it about random selection that makes it seem fair? It’s really two things. First, nobody can guess the outcome before it happens. Second, when we want things to be fair, usually some underlying set of outcomes will be equally likely (although in many games, some combinations of outcomes are more likely than others).

Randomness is not always what we might think of as “at random.” Random outcomes have a lot of structure, especially when viewed in the long run. You can’t predict how a fair coin will land on any single toss, but you’re pretty confident that if you flipped it thousands of times you’d see about 50% heads. As we will see, randomness is an essential tool of Statistics. Statisticians don’t think of randomness as the annoying tendency of things to be unpredictable or haphazard. Statisticians use randomness as a tool. In fact, without deliberately applying randomness, we couldn’t do most of Statistics, and this book would stop right about here.¹

But truly random values are surprisingly hard to get. Just to see how fair humans are at selecting, pick a number at random from the top of the next page. Go ahead. Turn the page, look at the numbers quickly, and pick a number at random.

Ready?

Go.
Did you pick 3? If so, you've got company. Almost 75% of all people pick the number 3. About 20% pick either 2 or 4. If you picked 1, well, consider yourself a little different. Only about 5% choose 1. Psychologists have proposed reasons for this phenomenon, but for us, it simply serves as a lesson that we've got to find a better way to choose things at random.

So how should we generate random numbers? It's surprisingly difficult to get random values even when they're equally likely. Computers have become a popular way to generate random numbers. Even though they often do much better than humans, computers can't generate truly random numbers either. Computers follow programs. Start a computer from the same place, and it will always follow exactly the same path. So numbers generated by a computer program are not truly random. Technically, "random" numbers generated this way are pseudorandom numbers. Pseudorandom values are generated in a fixed sequence, and because computers can represent only a finite number of distinct values, the sequence of pseudorandom numbers must eventually repeat itself. Fortunately, pseudorandom values are good enough for most purposes because they are virtually indistinguishable from truly random numbers.

*We will study methods of randomization (i.e., how to use your calculator as a random number generator) in the first unit of class.*
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When selecting a random sample, researchers can choose to do the sampling with or without replacement. Sampling with replacement means that after each successive item is selected for the sample, the item is "replaced" back into the population and may therefore be selected again at a later stage. In practice, sampling with replacement is rarely used. Instead, the more common method is to not allow the same item to be included in the sample more than once. After being included in the sample, an individual or object would not be considered for further selection. Sampling in this manner is called sampling without replacement.

**Definition**

Sampling without replacement: Once an individual from the population is selected for inclusion in the sample, it may not be selected again in the sampling process. A sample selected without replacement includes n distinct individuals from the population.

Sampling with replacement: After an individual from the population is selected for inclusion in the sample and the corresponding data are recorded, the individual is placed back in the population and can be selected again in the sampling process. A sample selected with replacement might include any particular individual from the population more than once.

Although these two forms of sampling are different, when the sample size n is small relative to the population size, as is often the case, there is little practical difference between them. In practice, the two can be viewed as equivalent if the sample size is at most 10% of the population size.

These questions may sound obvious, but there are a number of pitfalls to avoid.

Know what you want to know. Before considering a survey, understand what you hope to learn and about whom you hope to learn it. Far too often, people decide to perform a survey without any clear idea of what they hope to learn.

Use the right frame. A valid survey obtains responses from the appropriate respondents. Be sure you have a suitable sampling frame. Have you identified the population of interest and sampled from it appropriately? A company might survey customers who returned warranty registration cards, a readily available sampling frame. But if the company wants to know how to make their product more attractive, the most important population is the customer who rejected their product in favor of one from a competitor.

Tune your instrument. It is often tempting to ask questions you don't really need, but beware—longer questionnaires yield fewer responses and that's a greater chance of nonresponse bias.

Ask specific rather than general questions. People are not very good at estimating their typical behavior; so it is better to ask "How many hours did you sleep last night?" than "How much do you usually sleep?" Sure, some responses will include some unusual events (My dog was sick; I was up all night), but overall you'll get better data.

Ask for quantitative results when possible. "How many magazines did you read last week?" is better than "How much do you read? A lot, A moderate amount, A little, or None at all?"

Be careful in phrasing questions. A respondent may not understand the question or may understand the question differently than the researcher intended. "(Does anyone in your family belong to a union?" Do you mean just me, my spouse, and my children? Or does "family" include my father, my siblings, and my second cousin once removed? What about my grandparents who are staying with us? I think he once belonged to the Automobile Union.) Respondents are unlikely (or may not have the opportunity) to ask for clarification. A question like "Do you approve of the recent actions of the Secretary of Labor?" is likely not to measure what you want if many
We draw samples because we can’t work with the entire population, but we want the statistics we compute from a sample to reflect the corresponding parameters accurately. A sample that does this is said to be representative. A biased sampling methodology tends to over- or underestimate the parameter of interest.

Here’s a table summarizing the notation:

<table>
<thead>
<tr>
<th>Name</th>
<th>Statistic</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>( \bar{y} )</td>
<td>( \mu ) (mu, pronounced “moo,” not “moo”)</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>( s )</td>
<td>( \sigma ) (sigma)</td>
</tr>
<tr>
<td>Correlation</td>
<td>( r )</td>
<td>( \rho ) (rho)</td>
</tr>
<tr>
<td>Regression coefficient</td>
<td>( b )</td>
<td>( \beta ) (beta, pronounced “baytah”)</td>
</tr>
<tr>
<td>Proportion</td>
<td>( \hat{p} )</td>
<td>( p ) (pronounced “pee”)</td>
</tr>
</tbody>
</table>

An Important Note Concerning Sample Size

It is a common misconception that if the size of a sample is relatively small compared to the population size, the sample cannot possibly accurately reflect the population. Critics of polls often make statements such as, “There are 14.6 million registered voters in California. How can a sample of 1000 registered voters possibly reflect public opinion when only about 1 in every 14,000 people is included in the sample?” These critics do not understand the power of random selection!

Consider a population consisting of 5000 applicants to a state university, and suppose that we are interested in math SAT scores for this population. A dotplot of the values in this population is shown in Figure 2.1(a). Figure 2.1(b) shows dotplots of the math SAT scores for individuals in five different random samples from the population, ranging in sample size from \( n = 50 \) to \( n = 1000 \). Notice that the samples tend to reflect the distribution of scores in the population. If we were interested in using the sample to estimate the population average or to say something about the variability in SAT scores, even the smallest of the samples (\( n = 50 \)) pictured would provide reliable information. Although it is possible to obtain a simple random sample that does not do a reasonable job of representing the population, this is likely only when the sample size is very small, and unless the population itself is small, this risk does not depend on what fraction of the population is sampled. The random selection process allows us to be confident that the resulting sample adequately reflects the population, even when the sample consists of only a small fraction of the population.
The problem with the world is that the collections of stuff in it are so large, it's hard to get the information we want:

**Voting Populations:** What percentage favors each candidate?

**Manufactured Goods:** What proportion will be defective?

**Pickles:** What's their average length?

The industrious, hard-working, simple-minded beaverlike way to answer these questions would be to measure every single pickle in the world (say) and do some arithmetic.

But we aren't beavers—we're statisticians! We're looking for the easy way out...

Oh, well... I ate the pencil, anyway...
OUR METHOD IS TO TAKE A SAMPLE... A RELATIVELY SMALL SUBSET OF THE TOTAL POPULATION, THE WAY POLLSTERS DO AT ELECTION TIME.

QUESTION ONE: HOW DO YOU FEEL ABOUT POLLING?

AN OBVIOUS QUESTION IS: HOW BIG A SAMPLE DO WE HAVE TO TAKE TO GET MEANINGFUL RESULTS?

GREATER THAN ONE, PROBABLY...

AND THE ANSWER, WHICH YOU SHOULD INSCRIBE IN YOUR BRAIN FOREVERMORE, WILL TURN OUT TO BE: IF \( n \) IS THE NUMBER OF ITEMS IN THE SAMPLE, THEN EVERYTHING IS GOVERNED BY

\[
\frac{1}{\sqrt{n}}.
\]
Sampling Design

Before doing the numbers, we should point out that the quality of the sample is as important as its size. How do we assure ourselves that we're choosing a representative sample?

The selection process itself is critical. For example, a voter survey that systematically excluded black people would be worthless, and there are a host of other ways to ruin, or bias, a sample.

Not to prolong the mystery, the way to get statistically dependable results is to choose the sample at random.
THE SIMPLE RANDOM SAMPLE

Suppose we have a large population of objects and a procedure for selecting \( n \) of them. If the procedure ensures that all possible samples of \( n \) objects are equally likely, then we call the procedure a **simple random sample**.

The simple random sample has two properties that make it the standard against which we measure all other methods:

1) **Unbiased**: Each unit has the same chance of being chosen.

2) **Independence**: Selection of one unit has no influence on the selection of other units.

Unfortunately, in the real world, completely unbiased, independent samples are hard to find. For instance, surveying voters by randomly dialing telephone numbers is biased: it ignores voters without a telephone and oversamples people with more than one number.
IT'S THEORETICALLY POSSIBLE TO GET A RANDOM SAMPLE BY BUILDING A SAMPLING FRAME: A LIST OF EVERY UNIT IN THE POPULATION. BY USING A RANDOM NUMBER GENERATOR, WE CAN PICK \( n \) OBJECTS AT RANDOM.

EQUIVALENTLY, WE CAN PUT ALL THE NAMES ON CARDS AND PULL \( n \) OF THEM OUT OF A DRUM.

BUT THIS IS NOT ALWAYS EASY. MAKING THE FRAME MAY BE PROHIBITIVELY COSTLY, CONTROVERSIONAL, OR EVEN IMPOSSIBLE. FOR EXAMPLE, AN E.P.A. WATER QUALITY STUDY NEEDED A SAMPLING FRAME OF LAKES IN THE U.S., SO THEN SOMEBODY HAS TO DECIDE:

WHAT WET SPOT IS A LAKE?

ARE THERE OTHER WAYS TO SAMPLE THAT ARE MORE EFFICIENT AND COST-EFFECTIVE THAN A SIMPLE RANDOM SAMPLE? YES—IF YOU ALREADY KNOW SOMETHING ABOUT THE POPULATION. FOR INSTANCE...
Stratified

Sampling: Divide the population units into homogeneous groups (strata) and draw a simple random sample from each group.

For example, the population of all pickles can be stratified by type of pickle. Within each type or stratum, the size should be less variable.

Cluster

Sampling groups the population into small clusters, draws a simple random sample of clusters, and observes everything in the sampled clusters. This can be cost-effective if travel costs between randomly sampled units is high.

An example is a city housing survey which divides a city into blocks, randomly samples the blocks, and looks at every housing unit in each sampled block.
**Systematic**

Sampling starts with a randomly chosen unit and then selects every $k^{th}$ unit thereafter. For instance, a highway traffic study might check every hundredth car at a toll booth. This plan is easy to implement and can be more efficient if traffic patterns vary smoothly over time.

*Excuse me... would you mind answering fifty or sixty questions?*

**Word of warning #1:**

Most statistical methods depend on the independence and lack of bias of the simple random sample. The results apply to the simple random sample only. For other sampling procedures, the results must be modified. The details appear in specialized sampling textbooks and computer algorithms.
Word of warning #2:

Without randomized design, there can be no dependable statistical analysis, no matter how it is modified. The beauty of random sampling is that it "statistically guarantees" the accuracy of the survey.

A commonly used method is especially prone to bias: it's called an opportunity sample. Avoiding all the bother of designing a procedure, the opportunity sampler just grabs the first n population units to come along.

Don't worry! We volunteered!

A classic example is Shere Hite's book, Women and Love. 100,000 questionnaires went to women's organizations (an opportunity sampler), only 4.8% were filled out and returned (response bias). So her "results" were based on a sample of women who were highly motivated to answer the survey's questions, for whatever reason.

At last, a scientific way to humiliate Arnold!
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DEFINITION: Bias
The design of a statistical study shows bias if it systematically favors certain outcomes.

**AP EXAM TIP** If you're asked to describe how the design of a study leads to bias, you're expected to identify the direction of the bias. Suppose you were asked, "Explain how using a convenience sample of students in your statistics class to estimate the proportion of all high school students who own a graphing calculator could result in bias." You might respond, "This sample would probably include a much higher proportion of students with a graphing calculator than in the population at large because a graphing calculator is required for the statistics class. That is, this method would probably lead to an overestimate of the actual population proportion."

**SAMPLE BADLY WITH VOLUNTEERS**
One of the most common dangerous sampling methods is a voluntary response sample, in which a voluntary response sample, a large group of individuals is invited to respond, and all who do respond are counted. This method is used by call-in shows, polls, and letters written to members of Congress. Voluntary response samples are almost always biased, and so conclusions drawn from them are almost always wrong.

It's often hard to define the sampling frame of a voluntary response study. Practicaly, the frame is groups such as Internet users who frequent a particular Web site or those who happen to be watching a particular TV show at the moment. But these sampling frames don't correspond to interesting populations.

Even within the sampling frame, voluntary response samples are often biased toward those with strong opinions or those who are strongly motivated. People with very negative opinions tend to respond more often than those with equally strong positive opinions. The sample is not representative, even though every individual in the population may have been asked to respond. The resulting voluntary response bias invalidates the survey.

If you had to do over again, would you have children? Ann Landers, the advice columnist, asked parents this question. The overwhelming majority—76% of the more than 10,000 people who wrote in—said no. Kids weren't worth it. A more carefully designed survey later showed that about 90% of parents actually are happy with their decision to have children. What accounts for the striking difference in these two results? What parents do you think are most likely to respond to the original question?

**SAMPLE BADLY, BUT CONVENIENTLY**
Another sampling method that doesn't work is convenience sampling. As the name suggests, convenience sampling we simply include the individuals who are convenient for us to sample. Unfortunately, this group may not be representative of the population.

A recent survey of 437 potential home buyers in Orange County, California, found, among other things, that

All but 1% of the buyers have at least one computer at home, and 62% have two or more. Of those with a computer, 99% are connected to the Internet. (Source: John Ferrar, "Polarized Homebuyer Household: 2 Kids and a PC," Orange County Register, 27 July 2000.)

Later in the article, we learn that the survey was conducted via the Internet! That was a convenient way to collect data and surely easier than drawing a simple random sample, but perhaps home builders shouldn't conclude from this study that every family has a computer and an Internet connection.

Many surveys conducted at shopping malls suffer from the same problem. People in shopping malls are not necessarily representative of the population of interest. Mall shoppers tend to be more affluent and include a larger percentage of teenagers and retirees than the population at large. To make matters worse, survey interviewers tend to select individuals who look "stay at home" or easy to interview.

**SAMPLE FROM A BAD SAMPLING FRAME**
An SRS from an incomplete sampling frame introduces bias because the individuals included may differ from the ones not in the frame. People in prison, homeless people, students, and long-term travelers are all likely to be missed. In telephone surveys, people who have only cell phones or who use VoIP Internet phones are often missing from the sampling frame.

**UNDERCOVERAGE**
Many survey designs suffer from undercoverage, in which some portion of the population is not sampled at all or has a smaller representation in the sample than it has in the population. Undercoverage can arise for a number of reasons, but it's always a potential source of bias.

Telephone surveys are usually conducted when you are likely to be home, interrupting your dinner. If you eat out often, you may be less likely to be surveyed, a possible source of undercoverage.
A study is an observational study if the investigator observes characteristics of a sample selected from one or more existing populations. The goal of an observational study is usually to draw conclusions about the corresponding population or about differences between two or more populations. In a well-designed observational study, the sample is selected in a way that is designed to produce a sample that is representative of the population.

A study is an experiment if the investigator observes how a response variable behaves when one or more explanatory variables, also called factors, are manipulated. The usual goal of an experiment is to determine the effect of the manipulated explanatory variables (factors) on the response variable. In a well-designed experiment, the composition of the groups that will be exposed to different experimental conditions is determined by random assignment.

The type of conclusion that can be drawn from a statistical study depends on the study design. Both observational studies and experiments can be used to compare groups, but in an experiment the researcher controls who is in which group, whereas this is not the case in an observational study. This seemingly small difference is critical when it comes to drawing conclusions based on data from the study.

A well-designed experiment can result in data that provide evidence for a cause-and-effect relationship. This is an important difference between an observational study and an experiment. In an observational study, it is impossible to draw clear cause-and-effect conclusions because we cannot rule out the possibility that the observed effect is due to some variable other than the explanatory variable being studied. Such variables are called confounding variables.

Is it ever possible to get convincing evidence of a cause-and-effect relationship? Well, yes it is, but we would have to take a different approach. We could take a group of third graders, randomly assign half to take music lessons, and forbid the other half to do so. Then we could compare their grades several years later. This kind of study design is called an experiment.

An experiment requires a random assignment of subjects to treatments. Only an experiment can justify a claim like "Does taking vitamin C reduce the chance of getting a cold?" and "Does working with computers improve performance in Statistics class?" and "Is this drug a safe and effective treatment for that disease?" require a designed experiment to establish cause and effect.

Experiments study the relationship between two or more variables. An experimenter must identify at least one explanatory variable, called a factor, to manipulate and at least one response variable to measure. What distinguishes an experiment from other types of investigation is that the experimenter actively and deliberately manipulates the factors to control the details of the possible treatments, and assigns the subjects to those treatments at random. The experimenter then observes the response variable and compares responses for different groups of subjects who have been treated differently. For example, we might design an experiment to see whether the amount of sleep and exercise you get affects your performance.

The individuals on whom or which we experiment are known by a variety of terms. Humans who are experimented on are commonly called subjects or participants. Other individuals (cats, dogs, petri dishes of bacteria) are commonly referred to by the more generic term experimental unit. When we recruit subjects for our sleep deprivation experiment by advertising in Statistics class, we'll probably have better luck if we invite them to be participants than if we advertise that we need experimental units.

The specific values that the experimenter chooses for a factor are called the levels of the factor. We might assign our participants to sleep for 4, 6, or 8 hours. Often there are several factors at a variety of levels. (Our subjects will also be assigned to a treadmill for 0 or 30 minutes.) The combination of specific levels from all the factors that an experimental unit receives is known as its treatment. (Our subjects could have any one of six different treatments—three sleep levels, each at two exercise levels.)
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How should we assign our participants to these treatments? Some students prefer 4 hours of sleep, while others need 8. Some exercise regularly; others are couch potatoes. Should we let the students choose the treatments they'd prefer? No. That would not be a good idea. To have any hope of drawing a fair conclusion, we must assign our participants to their treatments at random.

It may be obvious to you that we shouldn't let the students choose the treatment they'd prefer, but the need for random assignment is a lesson that was once hard for some to accept. For example, physicians might naturally prefer to assign patients to the therapy that they think best rather than have a random element such as a coin flip determine the treatment. But we've known for more than a century that for the results of an experiment to be valid, we must use deliberate randomization.

There are two kinds of gardeners. Some water frequently, making sure that the plants are never dry. Others let Mother Nature take her course and leave the watering to her. The makers of OptiGro want to ensure that their product will work under a wide variety of watering conditions. Maybe we should include the amount of watering as part of our experiment. Can we study a second factor at the same time and still learn as much about fertilizer?

We now have two factors (fertilizer at three levels and irrigation at two levels). We combine them in all possible ways to yield six treatments:

<table>
<thead>
<tr>
<th></th>
<th>No Fertilizer</th>
<th>Half Fertilizer</th>
<th>Full Fertilizer</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Added Water</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Daily Watering</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

If we allocate the original 12 plants, the experiment now assigns 2 plants to each of these six treatments at random. This experiment is a completely randomized two-factor experiment because any plant could end up assigned at random to any of the six treatments (and we have two factors).

Key Concepts in Experimental Design

Random Assignment
Random assignment (of subjects to treatments or of treatments to trials) to ensure that the experiment does not systematically favor one experimental condition (treatment) over another.

Blocking
Using extraneous variables to create groups (blocks) that are similar. All experimental conditions (treatments) are then tried in each block.

Direct Control
Holding extraneous variables constant so that their effects are not confounded with those of the experimental conditions (treatments).

Replication
Ensuring that there is an adequate number of observations for each experimental condition.

Blocking can be considered under the “umbrella” of controlling the experiment.
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Control. We control sources of variation other than the factors we are testing by making conditions as similar as possible for all treatment groups. For human subjects, we try to treat them alike. However, there is always a question of degree and practicality. Controlling extraneous sources of variation reduces the variability of the responses, making it easier to detect differences among the treatment groups.

Making generalizations from the experiment to other levels of the controlled factor can be risky. For example, suppose we test two laundry detergents and carefully control the water temperature at 108°F. This would reduce the variation in our results due to water temperature, but what could we say about the detergents' performance in cold water? Not much. It would be hard to justify extrapolating the results to other temperatures.

Although we control both experimental factors and other sources of variation, we think of them very differently. We control a factor by assigning subjects to different factor levels because we want to see how the response will change at those different levels. We control other sources of variation to prevent them from changing and affecting the response variable.

Replicate. Two kinds of replication show up in comparative experiments. First, we should apply each treatment to a number of subjects. Only with replication can we estimate the variability of responses. If we have not assessed the variation, the experiment is not complete. The outcome of an experiment on a single subject is an anecdote, not data.

A second kind of replication shows up when the experimental units are not a representative sample from the population of interest. We may believe that what is true of the students in Psych 101 who volunteered for the study experiment is true of all humans, but we'll feel more confident if our results for the experiment are replicated in another part of the country, with people of different ages, and at different times of the year. Replication of an entire experiment with the controlled sources of variation at different levels is an essential step in science.

Randomize. As in sample surveys, randomization allows us to equalize the effects of unknown or uncontrollable sources of variation. It does not eliminate the effects of these sources, but it should spread them out across the treatment levels so that we can see past them. If experimental units were not assigned to treatments at random, we would not be able to use the powerful methods in Statistics to draw conclusions from an experiment. Assigning subjects to treatments at random reduces bias due to uncontrollable sources of variation. Randomization protects us even from effects we didn't know about. There's an adage that says "control what you can, and randomize the rest."

Block. The ability of randomizing to equalize variation across treatment groups works best in the long run. For example, if we're allocating players to two 6-player soccer teams from a pool of 12 children, we might do so at random to equalize the talent. But what if there were two 12-year-olds and two 6-year-olds in the group? Randomizing may place both 12-year-olds on the same team. In the long run, if we did this over and over, it would all average out. But wouldn't it be better to assign one 12-year-old to each group (at random) and five 6-year-olds to each team (at random)? By doing this, we would improve fairness in the short run. This approach makes the division more fair by recognizing the variation in age and allocating the players at random within each age level. When we do this, we call the variable age a blocking variable. The levels of age are called blocks.

Sometimes, attributes of the experimental units that we are not studying and that we can't control may nevertheless affect the outcome of an experiment. If we group similar individuals together and then randomize within each of these blocks, we can remove much of the variability due to the difference among the blocks. Blocking is an important compromise between randomization and control. However, unlike the first three principles, blocking is not required in an experimental design.

Use of a Control Group

If the purpose of an experiment is to determine whether some treatment has an effect, it is important to include an experimental group that does not receive the treatment. Such a group is called a control group. The use of a control group allows the experimenter to assess how the response variable behaves when the treatment is not used.

This provides a baseline against which the treatment groups can be compared to determine whether the treatment had an effect.
Single-Blind and Double-Blind Experiments

Because people often have their own personal beliefs about the effectiveness of various treatments, it is desirable to conduct experiments in such a way that subjects do not know what treatment they are receiving. For example, in an experiment comparing four different doses of a medication for relief of headache pain, someone who knows that he is receiving the medication at its highest dose may be subconsciously influenced to report a greater degree of headache pain reduction. By ensuring that subjects are not aware of which treatment they receive, we can prevent the subjects' personal perceptions from influencing the response.

An experiment in which subjects do not know what treatment they have received is described as single-blind. Of course, not all experiments can be made single-blind. For example, in an experiment to compare the effect of two different types of exercise on blood pressure, it is not possible for participants to be unaware of whether they are in the swimming group or the jogging group! However, when it is possible, “blinding” the subjects in an experiment is generally a good strategy.

In some experiments, someone other than the subject is responsible for measuring the response. To ensure that the person measuring the response does not let personal beliefs influence the way in which the response is recorded, the researchers should make sure that the measurer does not know which treatment was given to any particular individual. For example, in a medical experiment to determine whether a new vaccine reduces the risk of getting the flu, doctors must decide whether a particular individual who is not feeling well actually has the flu or some other unrelated illness. If the doctor knew that a participant with flu-like symptoms had received the new flu vaccine, she might be less likely to determine that the participant had the flu and more likely to interpret the symptoms as being the result of some other illness.

There are two ways in which blinding might occur in an experiment. One involves blinding the subjects, and the other involves blinding the individuals who measure the response. If subjects do not know which treatment was received and those measuring the response do not know which treatment was given to which subject, the experiment is described as double-blind. If only one of the two types of blinding is present, the experiment is single-blind.

**DEFINITIONS**

A placebo is something that is identical in appearance, taste, feel, etc. to the treatment received by the treatment group, except that it contains no active ingredients.
AP Statistics Summer Assignment

Because stores may vary in the care they give plants or in the source of seeds, the plants from either store are likely to be more like each other than they are like the plants from the other store. When groups of experimental units are similar, it's often a good idea to gather them together into blocks. By blocking, we can isolate the variability attributable to the differences between the blocks, so we can see the differences caused by the treatments more clearly. Here, we would define the plants from each store to be a block. The randomization is internal when we randomly assign treatments within each block.

In a completely randomized design, each of the 18 plants would have an equal chance to land in each of the three treatment groups. But we realize that the store may have an effect. To isolate that store effect, we block on store by assigning the plants from each store to treatments at random. So we now have six treatment groups, three for each block. Within each block, we'll randomly assign the same number of plants to each of the three treatments. The experiment is still fair because each treatment is still applied (at random) to the same number of plants and to the same proportion from each store (from store A and 2 from store B). Because the randomization occurs only within the blocks (plants from one store cannot be assigned to treatment groups for the other), we call this a randomized block design.

In effect, we conduct two parallel experiments, one for tomatoes from each store, and then combine the results. The picture tells the story.

**Completely Randomized Design Examples**

50 volunteer students

<table>
<thead>
<tr>
<th>Group 1</th>
<th>Random assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>25 students</td>
<td>Treatment 1: Online</td>
</tr>
<tr>
<td></td>
<td>Compare SAT scores</td>
</tr>
</tbody>
</table>

60 chairs

<table>
<thead>
<tr>
<th>Group 1</th>
<th>Random assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 chairs</td>
<td>Treatment 1: Display</td>
</tr>
<tr>
<td></td>
<td>Compare electricity use</td>
</tr>
</tbody>
</table>

**Blocked Design Examples**

Assignment to blocks is not random

<table>
<thead>
<tr>
<th>Light-colored clothing</th>
<th>Random assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cold water</td>
<td>Compare cleanliness</td>
</tr>
</tbody>
</table>

| Warm water            | Compare cleanliness |

<table>
<thead>
<tr>
<th>Dark-colored clothing</th>
<th>Random assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cold water</td>
<td>Compare cleanliness</td>
</tr>
</tbody>
</table>

| Warm water            | Compare cleanliness |

100 volunteer subjects

<table>
<thead>
<tr>
<th>Group 1</th>
<th>Random assignment</th>
<th>Ad 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 40</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Group 2</th>
<th>Random assignment</th>
<th>Ad 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 40</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Group 3</th>
<th>Random assignment</th>
<th>Ad 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 40</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Group 1</th>
<th>Random assignment</th>
<th>Ad 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 60</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Group 2</th>
<th>Random assignment</th>
<th>Ad 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 60</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Group 3</th>
<th>Random assignment</th>
<th>Ad 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 60</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Matched Pairs Design

A common type of randomized block design for comparing two treatments is a matched pairs design. The idea is to create blocks by matching pairs of similar experimental units. Then we can use chance to decide which member of a pair gets the first treatment. The other subject in that pair gets the other treatment. That is, the random assignment of subjects to treatments is done within each matched pair. Just as with other forms of blocking, matching helps reduce the effect of variation among the experimental units.

Sometimes each “pair” in a matched pairs design consists of just one experimental unit that gets both treatments one after the other. In that case, each experimental unit serves as its own control. The order of the treatments can influence the response, so we randomize the order for each experimental unit.

Try this for fun-sies 😊

ACTIVITY  Get your heart beating

MATERIALS: Clock or stopwatch

Are standing pulse rates generally higher than sitting pulse rates? In this Activity, you will perform two experiments to try to answer this question.

1. Completely randomized design  For the first experiment, you’ll randomly assign half of the students in your class to stand and the other half to sit. You can use the hat method, Table D, or technology to carry out the random assignment. Once the two treatment groups have been formed, students should stand or sit as required. Then they should measure their pulses for one minute. Have the subjects in each group record their data on the board.

2. Matched pairs design  In a matched pairs design, each student should receive both treatments in a random order. Since you already sat or stood in Step 1, you just need to do the opposite now. As before, everyone should measure their pulses for one minute after completing the treatment (that is, once they are standing or sitting). Have all the subjects record their data (both measurements) in a chart on the board.
In some cases, it isn't practical or even ethical to do an experiment. Consider these important questions:

- Does texting while driving increase the risk of having an accident?
- Does going to church regularly help people live longer?
- Does smoking cause lung cancer?

To answer these cause-and-effect questions, we just need to perform a randomized comparative experiment. Unfortunately, we can't randomly assign people to text while driving or to attend church or to smoke cigarettes. The best data we have about these and many other cause-and-effect questions come from observational studies.

It is sometimes possible to build a strong case for causation in the absence of experiments. The evidence that smoking causes lung cancer is about as strong as nonexperimental evidence can be.

**Does Smoking Cause Lung Cancer?**

**Living with observational studies**

Doctors had long observed that most lung cancer patients were smokers. Comparison of smokers and similar nonsmokers showed a very strong association between smoking and death from lung cancer. Could the association be due to a lurking variable? Is there some genetic factor that makes people both more likely to get addicted to nicotine and to develop lung cancer? If so, then smoking and lung cancer would be strongly associated even if smoking had no direct effect on the lungs. Or maybe confounding is to blame. It might be that smokers live unhealthy lives in other ways (diet, alcohol, lack of exercise) and that some other habit confounded with smoking is a cause of lung cancer. How were these objections overcome?
Data Ethics*

Medical professionals are taught to follow the basic principle “First, do no harm.” Shouldn’t those who carry out statistical studies follow the same principle? Most reasonable people think so. But this may not always be as simple as it sounds. Decide whether you think each of the following studies is ethical or unethical.

- A promising new drug has been developed for treating cancer in humans. Before giving the drug to human subjects, researchers want to administer the drug to animals to see if there are any potentially serious side effects.

- Are companies discriminating against some individuals in the hiring process? To find out, researchers prepare several equivalent résumés for fictitious job applicants, with the only difference being the gender of the applicant. They send the fake résumés to companies advertising positions and keep track of the number of males and females who are contacted for interviews.

- In a medical study of a new drug for migraine sufferers, volunteer subjects are randomly assigned to two groups. Members of the first group are given a placebo pill. Subjects in the second group are given the new drug. None of the subjects knows whether they are taking a placebo or the active drug. Neither do any of the physicians who are interacting with the subjects.

- Will people try to stop someone from driving drunk? A television news program hires an actor to play a drunk driver and uses a hidden camera to record the behavior of individuals who encounter the driver.

The most complex issues of data ethics arise when we collect data from people. The ethical difficulties are more severe for experiments that impose some treatment on people than for sample surveys that simply gather information. Trials of new medical treatments, for example, can do harm as well as good to their subjects. Here are some basic standards of data ethics that must be obeyed by all studies that gather data from human subjects, both observational studies and experiments.